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In this paper we investigate the implementation problem arising when some of the players are
“faulty” in the sense that they fail to act optimally. The planner and the non-faulty players only know
that there can be at moktfaulty players in the population. However, they know neither the identity of
the faulty players, their exact number nor how faulty players behave. We define a solution concept which
requires a player to optimally respond to the non-faulty players regardless of the identity and actions of
the faulty players. We introduce a notion of fault tolerant implementation, which unlike standard notions
of full implementation, also requires robustness to deviations from the equilibrium. The main result of
this paper establishes that under symmetric information any choice rule that satisfies two properties—
monotonicity and no veto power—can be implemented by a strategic game form if there are at least three

players and the number of faulty players is less t%am 1. As an application of our result we present
examples of simple mechanisms that implement the constrained Walrasian function and a choice rule for
the efficient allocation of an indivisible good.

1. INTRODUCTION

Implementation theory studies the problem of a planner who faces a set of agents and wishes
to associate a set of outcomes with each possible profile of the agents’ preferences (the
correspondence that assigns a set of outcomes to each profile of the agents’ preferences is called
a choice rulg. The standard approach implicitly assumes that each agent is able to correctly
choose his most preferred action. A question arises as to how robust are the conclusions reached
by standard models to slight deviations from the full rationality assumption. If we believe that
decision makers might err, we may be interested in constructing mechanisms that are immune to
possible mistakes that some of the players might make.

This paper explores the question of implementation that is robust to the potential of having
a limited number of agents who make mistakes. An agent who makes mistakes is viewed as a
decision maker who has well defined preferences that are known to others, but who fails for one
reason or another to behave optimally. We refer to such an agent asfelitygFor an observer
who knows the preferences of a faulty player, it would seem as if the player was not acting in
accordance to his preferences.

We concentrate on two aspects of error-prone behavior. First, incorrect decisions are hard
to predict. There are also many potentially incorrect decisions that may be made. Second, the
tendency to make mistakes is usually an unobservable feature of a decision maker. We may have
a very good idea of what the preferences are of an individual (more money is preferred to less,
less pain is preferred to more), but we may have no clue as to how successful this individual is in
making the correct decisions.

The presence of faulty players introduces several complications to the problem of imple-
mentation. If players are aware of the possibility that some players might err, they may take that
into account when considering their course of action. For example, players may wish to exploit
the potential faultiness of some of the players. Thus, the strategic reasoning of the players may
be affected by the mere knowledge that some players may be faulty. In addition, different players
may entertain different beliefs over the identity and behavior of the faulty players. This raises the
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guestion of what is an appropriate notion of equilibrium in such a setting. An equilibrium may
at best describe some stable pattern of behavior by players who are potentially non-faulty. The
planner must take into account that ultimately, the players who turn out to be faulty will behave
in an unpredictable manner and may choose an action contrary to their incentives.

Our objective is to enable a planner to implement choice rules even if some of the agents he
faces are faulty players. We consider the simple case in which the planner is restricted to using
only strategic game forms, and where the agents know their own and other agents’ true profile of
preferences but the planner does not. We view the preferences of an individual and his tendency
to make mistakes as two independent characteristics in the sense, that one cannot infer an agent’s
tendency to make mistakes from observing his preferences. We therefore assume that the planner
and the non-faulty players only know that there can be at intailty players in the population.
However, they know neither the identity of faulty players, their exact number nor how faulty
players behave. Assuming that the non-faulty players’ behavior conforms with an appropriate
solution concept, the planner’s objective is to construct a game form such that for every possible
profile of the agents’ preferences and regardless of the actions of the faulty players the following
is satisfied. The set of outcomes, in which any subset with at teask players execute their
equilibrium strategies, equals the set of outcomes that the choice rule associates with the profile
of preferences. A game form having this property is said to acliéuetolerant implementation
of the choice rule.

It is important to note that faulty players do not necessarily represent players who make
mistakes. The two central features of faulty players are the unpredictable nature of their behavior
and their unknown identity. Thus, faulty players may also be interpreted as “malicious” agents
who wish to prevent the planner from attaining his goal. The malicious agents cannot be
identified by the planner or by the normal agents as their preference for harming the mechanism
is unobservable to others. Another interpretation of faulty players is that of a minority with
unknown preferences. This interpretation considers the non-faulty players to be the “majority”,
a homogeneous group of agents with identical preferences, who only know the preferences of
their own type. From their point of view, any agent who does not share their preferences may
have any preferences.

Fault tolerant implementation can be interpreted as a criterion of robustness against the
worst possible mistakes, mistakes, which would cause some player to deviate from truth-telling.
An alternative interpretation is that the planner requires robustnessytpossible beliefs that
players might have about the behavior of faulty players. By imposing such a strong robustness
requirement, we do not need to make explicit assumptions on the set of possible mistakes and on
the probabilities of making mistakes and of being faulty.

Fault tolerant implementation can be relevant in several contexts. Some examples include
the following.

(1) Costly analysis of possible scenarie# fault tolerant mechanism may be preferred in
situations which require robustness to mistakes where it is costly for the planner to identify
all the reasonable mistakes and all the reasonable beliefs that players may have about the
faultiness of others.

(2) Robustness to players with preferences over a richer doma@imere may be situations
in which the preferences of some of the players may be defined over a domain, which is
richer than the set of alternatives offered by the mechanism. For example, in the recent
Israeli elections there were only two possible outcomes: Ehud Barak or Ariel Sharon.
Since Barak represented the pro-peace movement led by the left wing, the Israeli Arabs
clearly preferred Barak to Sharon. Therefore, the decision of the Israeli Arabs not to vote
(which in effect is a decision to vote for Sharon) was clearly inconsistent with this group’s
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preferences over the set of candidates. However, the Israeli Arabs preferred an outcome,
which was not offered by the voting mechanism, to their most preferred election outcome:
they preferred to display their ability to punish a government official who mistreated them
(Barak) even at the cost of having their least preferred candidate win the elections. Thus,
fault tolerant implementation offers robustness against the possibility that the behavior of
some players may not be rationalized by their ranking of the alternatives offered by the
mechanism.

(3) Discriminatory mechanismsThere are situations in which a planner cares about the
preferences of only a subset of all the agents in the sense that his choice rule is defined
on the preferences of only the agents in this subset. The agents in this “privileged”
subset share some common unobservable characteristics such that each member of this
subset cannot be identified by the planner or by the other privileged agents. For example,
these characteristics might be the religion of the agents, their political affiliation or their
preferences on objects, other than the ones selected by the mechanism. In most cases the
planner may not be able to condition participation in the mechanism on having certain
characteristics (these characteristics may not be verifiable). Under certain conditions (see
the discussion in the final section of this paper), fault tolerant implementation allows a
planner to design a mechanism, which is robust to the behavior of the non-privileged
agents.

The study of fault tolerant implementation requires a new notion of equilibrium and a new
notion of implementation. Most equilibrium notions for strategic game forms require a player
to optimally respond to the equilibrium strategies of the other players. However, if a player
knows that some of the other players might not follow their equilibrium strategies, he may
wish to deviate from his own equilibrium strategy. The presence of faulty players requires a
different notion of strategic stability, one that takes into account possible deviations of players
from their associated equilibrium strategies. We therefore define the notiok-fzfudt tolerant
Nash equilibrium(k-FTNE), which is viewed as a suggested course of action for each player
in the game and which is stable in the following sense. Each non-faulty player has no incentive
to deviate from the action suggested to him, regardless of the identity and actions of the faulty
players, as long as — k — 1 non-faulty players adhere to the actions suggested to them.

The notion ofk-FTNE captures the following considerationskATNE strategy is a best
response of a player fany belief over the faulty players. For any realization of faulty players
in the population, any player who turns out to be non-faulty has no incentive to deviate from
his associate#-FTNE strategy. Thus, the notion &fFTNE is independent of the beliefs that
players might hold regarding the faulty players, it does not require any assumptions regarding
the nature of faulty behavior and it applies to any distribution of faultiness in the population.

The standard notion of implementability assumes that each player chooses his associated
equilibrium strategy. However, even if we assume that every non-faulty player chooses his
associated equilibrium action, a faulty player does not act according to the equilibrium. Thus,
the set of possible outcomes in a game with at nkafstulty players is not equal to the set of
k-FTNE outcomes. It also contains the set of outcomes corresponding to action profiles in which
the faulty players deviate from their equilibrium strategies. Therefore, the standard definition of
full implementation does not guarantee that the only possible outcomes in a mechanism are the
“desirable” ones.

We introduce a notion of implementability that is robust to the deviations of faulty players
from thek-FTNE action profile. A game form implements a choice rul&RTNE if it satisfies
two requirements. The first requirement is the standard definition of full implementation, which
applies to the case in which none of the players are faulty. For every profile of preferences the
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set of allk-FTNE outcomes must equal the set of outcomes selected by the choice rule. The
second requirement calls for robustness to deviations from an equilibrium. For every profile
of preferences and for evely*FTNE the set of outcomes selected by the choice rule must
include the set of outcomes resulting from action profiles that differ fromktR&NE by at
mostk actions.

Equipped with this framework for fault tolerant implementation, we can characterize the
choice rules that can be implementedkirTNE. The necessary and sufficient conditions for
k-FTNE implementation are closely related to the conditions found by Maskin (1999) to be nec-
essary and sufficient for Nash implementation. We show that any choice rule kh@igaotonic
and satisfiesio-veto-powercan be implemented ik-FTNE as long as the following conditions
are met: (1) there are at least three agents participating in the mechanism and (2) a non-faulty
player cannot form a majority by joining the set of all faulty play@rs< %n—l). Conversely, any
choice rule that is implementable kAFTNE must satisfyveak k-monotonicitylhe two notions
of k-monotonicity are equivalent when applied to choice functions. Thasonotonicity is both
necessary and sufficient ferFTNE implementation of choice functions that satisfy no-veto-
power. With regards to well-known choice rules, the constrained Walrasian correspondence is
(n — 1)-monotonic, whereas the Core is at least 1-monotonic.

The paper is organized as follows. Section 2 reviews the related literature. Section 3
introduces thek-FTNE solution concept and the notion of implementationkdk TNE. In
Section 4 we present the main results concerning the sufficient and necessary conditions required
for k-FTNE implementation. Section 5 is devoted to applications of the conceptFGINE
implementation in specific settings. We present a simple mechanism for implementing the
constrained Walrasian function in a simple exchange economy setting. We also provide an
example of a specific setting, in which a siml&-TNE mechanism implements the efficient
allocation of an indivisible good amongagents. We close with concluding remarks.

2. RELATED LITERATURE

Our work draws from the computer science literature on fault tolerant computation. This strand of
literature investigates the design of protocols that allow parallel processing networks to continue
carrying out correct computation, even if some of the processors are faulty. Faulty processors
are either assumed to act in a totally unpredictable manner (for example, they can transmit false
information), or they are assumed to be of limited computational complexity. There are two
common interpretations of faulty processors of the first type (the type related to this paper): (a)
parts of a network that do not function properly because of some technical problem or mistakes
on part of the operators, and (b) components in the mechanism that are operated (perhaps in
cooperation) by “malicious” agents who wish to bring down the network.

Most of the computer science literature focuses on increasing the efficiency of fault tolerant
protocols and on raising the upper bound on the number of faulty processors in a network, above
which the protocols cease to be fault tolerant. As long as the upper bound is met, the protocols
are guaranteed to work with certainty, regardless of the exact number and identity of the faulty
processors in the network (see Linial, 1994 for a survey of the main results in the theory of fault
tolerant computation and their relevance to economics and game theory).

Note the main difference between the computer science approach to the design of
protocols and the economic theory approach to the design of mechanisms: non-faulty processors
are programmed according to a protocol and are assumed to follow the programmer’s
instructions; however, individuals participating in a mechanism cannot be programmed. To
ensure compliance, a social planner must provide the agents with sufficient incentives to induce
them to follow the prescribed course of action.
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This paper attempts to respond to some of the criticism raised with respect to the reliance
of classical implementation theory (see Moore, 1992) on substantive unbounded rationality
of the agents. Thus, this paper represents a step towards incorporating a model of bounded
rationality into implementation theory. Only a few works have addressed this issue. Sjostrom
(1993) considers trembling-hand perfect implementation, which offers a different approach to
modeling mistakes in implementation theory. Hurwicz (1986) studies Nash implementation when
the agents’ preferences are intransitive, cyclic or incomplete. Bartbolli (1989) show that
a certain class of voting schemes require excessive computation to determine the winner. An
analysis of the implementation problem, which incorporates the theory of learning in games, has
been carried out by Cabrales (1999), Cabrales and Ponti (2000) and Hat-8hi{1998). The
idea that individuals may fail to respond in a contractual environment has been discussed in Segal
(1999). He considers a principal-agent framework in the context of takeovers. He shows that if
agents fail to respond to the principal’s offer with a small probability, they become asymptotically
non-pivotal and inefficiency obtains.

3. PRELIMINARIES

The triple (N, C, P) represents thenvironmenin which the planner operates. Lkt be a set
of players{1, ..., n}, C a set of consequences, aRda set of preference profiles ove€r. An
element ofP will be denoted byp, a profile of preferences of a subset of playltsc N will
be denoted by, and a preference relation of a single player N by p;. We use the notation
¢ =i b (c = b) to indicate that agentweakly (strictly) prefers the outcometo the outcome
b. A choice rulethat assigns a subset Gfto each profile inP will be denoted byf, such that
f: P — 2C\{¢).

The planner controls the rules of the game, formalized as a game fostmat#kgic game
form with consequences in 8 a triple (N, (A), g), where A; is the set of actions available
to playeri, anda; € A; is a single action of this player. We & = A; x --- x Ay with
a € A denoting a profile of actions for the players. The third component of the game form,
g: A — C,is anoutcome functiothat associates an outcome with every action profile.

Faulty players

A player who does not act according to incentives will be caldedty. That is, given the actions
chosen by the other players, a faulty player does not choose an action that leads to his most
preferred outcome.

In the standard implementation framework, given a game form, an instance is a profile of
the players’ preferences. The players play the game induced by the given game form and the
profile of preferences. We define an instance as a(paik) wherek is an upper bound on the
number of faulty players ilN. Given a profile of preferences, any subset of at nkostayers
might play in an unpredictable manner. A non-faulty player knows that he is not faulty. However,
he cannot tell whether another player is faulty or not, and he does not know the exact number
of faulty players inN. He only knows that there cannot be more theaulty players inN. The
instance(p, k) is assumed to be common knowledge among the non-faulty players.

Given an instanceép, k), the planner only knows that there can be at nkdsiulty players.

He cannot distinguish between the faulty players and the non-faulty playBrs in

An equilibrium notion

We now introduce an equilibrium notion for a strategic game in the presence of ak riaadty
players. An equilibrium is viewed as a suggested course of action for each player in the game,
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that is stable in the following sense. Given an insta(gek), each non-faulty player has no
incentive to deviate from the action suggested to him, regardless of the identity and actions of
the faulty players, as long as there are- k — 1 non-faulty players who adhere to the actions
suggested to them.

Definition1. A k-FTNE for the instancép, k) is a profile of actiong* € A having the
property thati € N

g(ai*, a*N\Mu{i}’ am) Zi 9(a, a*N\Mu{i}’ am)
Va; € Ai,Vay € Ay andVYM C N suchthatM| < k.

We let EX(G, p) denote the set dé-fault tolerant Nash equilibria of the ganié, p).

To understand the intuition underlying this equilibrium notion, consider the following
scenario. Imagine that the agents about to participate in a mechanism all sit in separate rooms,
each in front of his own computer screen. The agents cannot communicate with one another and
can only receive messages from the planner. The planner e-mails the agents a common message
explaining the rules of the game they are about to play and also suggests the course of action that
each agent should take. Suppose that each agent knows that there could keplgyérs, who
might not have received the message or might not have paid close attention to it or might have not
fully understood it (these are the so-calfadlty players). Each non-faulty player then concludes
that up tok players might not follow the planner’s advice. However, if the profile of actions
that the planner suggested ik-&TNE, then each non-faulty player will arrive at the following
conclusion. As long as all the other non-faulty players (who ever they might be) decide to act
according to the planner’s advice, | should also follow his advise regardless of who the faulty
players are, what they decide to do and how many of them there are.

Implicit in the notion ofk-FTNE are the following considerations. Different players may
entertain different beliefs regarding the faultiness of others (who the faulty players are, how many
of them there are and what actions they choose). Our solution concept requires that a player have
no incentive to deviate from his equilibrium strategy &mybeliefs over the faultiness of players
(given that there are at moktfaulty players). A less demanding solution concept would imply
that the planner knows the beliefs held by each non-faulty player over the faultiness of others.

Potentially any player may be non-faulty. A strategy profile which constitutes-aNE
assigns to each player a strategy with the following property. Any player who turns out to be
non-faulty has no incentive to deviate from his assigned strategy. That is, our equilibrium notion
does not assume that all players are non-faulty. It provides a list of stable strategas/for
subset ofn — k non-faulty players. Thus, if a planner believes that non-faulty players choose
theirk-FTNE strategies, he is not required to know who the non-faulty players are.

Note that fork = O we require that the 0O-FTNE be a Nash equilibrium (NE), while for
k = n—1 we require that thén — 1)-FTNE be a weakly dominant strategy equilibrium (WDSE).
Thus, for O< k < n — 1, thek-FTNE lies between NE and WDSE.

Implementation

Suppose a planner wishes to implement some choicefruleet f (p) be interpreted as the set

of appropriate outcomes for the profife In the standard literature, this planner provides the
agents with a game form having the following property. For every possible profile of the agents’
preferences, the set of outcomes associated with every equilibrium action profile is identical to
the set of outcomes dictated by the choice rule. Assuming that the agents play according to a
particular equilibrium notion, the planner wants to be assured that no matter what the current
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profile of preferences is and regardless of the specific equilibrium that is selected, the desirable
outcome (according to the choice rule) will be realized. In our framework, the planner has the
same objective as in the standard framewaork, only now he is aware that some of the agents might
be faulty.

Suppose that some of the players are faulty. Even if all the “good” players satisfy the
conditions guaranteeing that they will play their equilibrium strategies, the faulty players will
play otherwise. While we have made sure that for every profile of preferences the outcome of
every equilibrium action profile is also the one selected by the choice rule, this may not be true
for an action profile in which some of the actions are not the equilibrium actions. If the planner
believes that non-faulty players will play according to their equilibrium strategies, and he is
interested in matching an outcome to a profile of preferences according to some choice rule, the
standard notion of implementation is clearly not applicable.

Consider a planner who sets up a second price auction to WDSE-implement the choice
rule f that assigns a good to the player with the highest valuation. Since bidding one’s true
valuation is a weakly dominant stratebit is also ak-FTNE strategy for any 6< k < n — 1.
However, even if all the non-faulty players bid their true valuation (their equilibrium strategy),
the action of a single faulty player bidding above the true maximal valuation is enough to cause
the good not to be sold to the highest valuation player (that is, the good will not be allocated
according to the desired choice rule). Note that the notion of implementation in WDSE relies on
the assumption that all the players carry out their equilibrium strategies, whereas our notion of
implementation requires that we consider the possibility that some of the players might deviate
from their equilibrium strategies.

The above example demonstrates that it is not sufficient for a notion of fault tolerant
implementation to require only that the solution concept it relies upon be robust to deviations
by some players. It must also require that the outcomes of a mechanism be robust to deviations
by some players.

Leta,a € A be a pair of action profiles. We measure tliffierencebetween any pair of
action profilesd(a, a"), by the number of players who do not choose the same action in both
profiles:

d@a)=I{i e N:a #a}.
For any profile of actiona € A, we letB(a, k) denote the set of profiles that are different from
a by not more thark actions:

B(a,k) ={a € A:d(a,a) <kj.
We shall refer taB(a, k) as the k-neighborhood o&”.
Definition2. Let (N, C, P) be an environment. The strategic game fo@nwith the

outcome functiorg : A — C is said tok-FTNE implement the choice rulé : P — 2C, if
Vp € P, we have

9(EXG,p)=f(p) and  g(B@, k)< f(p)
for everya* € EK(G, p).

That is, a mechanistk-FTNE implements a choice rule if it assigns a “desirable” outcome
to any action profile in which at least— k players choose thek-FTNE action. Furthermore,

1. This is true for a setting with asymmetric information, whereas we are dealing with a symmetric information
setting. The example is given only to illustrate why the standard definition of full implementation needs to be amended
in a setting with faulty players.



596 REVIEW OF ECONOMIC STUDIES

any outcome that the choice rule associates with a profile of preferences can be achieved as the
result of some&-FTNE action profile.

The multiple equilibrium problem

Our “worst-case-scenario” approach, which requires a mechanism to be robust to any beliefs
that players may have about the faulty players, has the cost that fault tolerant mechanisms may
have “undesirable” NE, which are nktFTNE. Thus, if all the players are non-faulty and each
plays according to an undesirable NE and each believes that all the other players are non-faulty
as well, then no player would have an incentive to deviate; the mechanism would then result in
an undesirable outcome. We therefore face the task of explaining the sense in which undesirable
NE are unstable.

To appreciate the difficulty of this task consider some undesirable NE. On the one hand,
there issomebelief that playeri can have that makes him want to deviate, but on the other
hand, there arether beliefs that hecould have that woulchot make him want to deviate. This
paper endorses the view that undesirable NE are unstable. A natural criticism of this view is
that it considers some beliefs about the faulty players to be more reasonable than others, or,
alternatively, this view assumes the planner knows which beliefs a player would hold.

In light of this criticism we offer a possible justification of why NE which are kétTNE
may not be reasonable. In order to play an equilibrium, which ikA6TNE, each non-faulty
player would need to know the exact predictions the other non-faulty players are making about
the faulty players. That is, they must know that those predictions are exactly those that would
support the nok-FTNE. However, since such predictions about other people’s beliefs are
extremely difficult to make, the players may tend to coordinate insteddFoFNE, which does
not require them to make any predictions (including about other players’ predictions).

One possible solution to the multiple equilibrium problem is to consider the following
implementation notion: a game form implements a choice fuleevery NE is desirable and
every desirable outcome can be obtained kd=aNE. Thus, according to this alternative notion
there cannot be any undesirable NE; however, there may very well be undekHabNE. We
do not pursue this direction in the current paper. This is a topic we leave for future research.

4. NECESSARY AND SUFFICIENT CONDITIONS
Sufficient conditions

We now present the necessary and sufficient conditions that characterize the family of choice
rules that can bk-FTNE implemented in a symmetric information setting, as long as the number
of faulty players is not a majority, in other words it is beléw - 1.

Definition3. A choice rulef : P — 2°\{¢} is k-monotonic(k-MON) if whenever
ce f(p),c¢ f(p),thendM c N and3db € C such thaiM| > k + 1, everyi € M satisfies
¢ =i b, and at least one playgre M satisfiesh >’j C.

A choice rule that satisfiek-MON exhibits the following property. If a formerly chosen
outcome is excluded from the set assigned to a new profile of preferences, then there are more
thank players, each of whom previously considered the chosen outcome to be at least as good as
some given outcome, but according to the new profile at least one of these players reverses this
relation.

The following example demonstrates that the Core correspondence for a pure exchange
economy is at least 1-monotonic.
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Examplel. Consider a pure exchange economy in which the set of consequénises
given by {x € %N : 3, X < w}, wherew is an aggregate endowment bfcommodities
such that each; € ‘R';r and every component 9f ; wj is positive. Agent's preferences depend
only on his own consumption bundle and are convex, non-decreasing and continuous in this
bundle. For a given set of playe®C N let ¢S denote an outcome “attainable B, that is, an
outcome inC which satisfie) ;X = Y ;.gwi. The Core is a correspondence that assigns to
every profile of preferenceg the following set of outcomes:

COREp) = {c € C : 3SC N and?cS € C such that® = cforalli € S}.

We now show that the Core is at least 1-monotonic. tet C and p, p’ € P such that
c € CORKp) butc ¢ COREp'). Then3S € N and3cS e C such thatc >/ c for all
i € S. Consider somg € S. By our assumptions on the agents’ preferences, there é&xistS
such thab ~; candb >’j c. Sincec € CORHK p), there must be at least one other ageg |
who satisfiex —; b. Thus, there is an outconteand at least two agents who weakly prefe¢o
bin p, but at least one of them reverses his preferencgs. in

It is instructive to compard-monotonicity with the notion of monotonicity defined by
Maskin (1999% Monotonicity means that if an outcome chosen by a choice rule moves up
everyone'sankings, then it should continue to be chosen. This property implies that whenever
the choice rule excludes a previously chosen outcome, then at least one player has moved this
outcome down his ranking. That is, if we denote the formerly chosen outcomethgn at least
one player, who has previously preferred (weakly b now reverses this relation. This does not
imply that at leask other players have also preferred (wealdytp b in the former preference
profile. Therefore, as the next example shows, monotonicity does not ikapignotonicity.
However, as shown in Observation 1 bel&monotonicity does imply monotonicity.

Example2. N ={1,2,3},C = {a, b, c}, k =1, P is the set of all strict preferences over
C, and f is a choice rule that chooses an outcome only if it is ranked at the top by some player.
f is monotonic, but it is not 1-MON. To see why, assume thas 1-MON and consider the
following pair of preference profiles:

PLoP2oPs PLoP P
a b b b b b
b a a’ a a a
cC C ¢C cC € ¢C

f(p) = {a,b}and f(p) = {b}. Thus,a ¢ f(p’). The only difference betweepandp’ is that
player 1 preferred to b in the former but preferb to a in the latter. Sincef is 1-MON, then it
must be that at least one other player rankeboveb in the preference profil@. However, in
p both players 2 and 3 preférto a, a contradiction. ||

Observatiornl. k-monotonicity implies monotonicity.

Proof. If f isk-monotonic for ank > 1, thenitis also 0-monotonic, and 0-monotonicity
is equivalent to monotonicity. ||

Monotonicity is required for Nash implementation to eliminate unwanted situations in
which all the players coordinate on a non-truthful profile of preferences and the resulting outcome

2. Achoicerulef : P — ZC\{qb} is monotonef wheneverc € f(p) butc ¢ f(p’) there is some playére N
and some outcomie € C such that ; b butb ~{ c.
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is not the one specified by the choice rule. Suppose that the true prgfiteiithat all the players
coordinate onp’ # p, such that the outcome selected by the mechanisthgs f (p). If f is
monotoni¢ then there is always a player who will want the mechanism to take the ppoéite
input and who will select an outcome which he prefers’taiven this profile.

Monotonicity enables us to construct a mechanism that ruleblasiiequilibria with non-
truthful coordination. However, in some situations, such a mechanism will enable a single player
to determine the outcome. This feature might be problematic if we allow some of the players to
be faulty. To eliminate non-truthful coordination we still need a preference reversal for at least
one player when moving from one profilp, to anotherp’, where f (p) # f(p). In addition,
we need to make sure that if a player challenges the majority view, he will affect the outcome
only in those cases in which he is truthful. This can be achieved if we allow only a minority
having at least one non-faulty player to affect the outcome.

k-monotonicity by itself, is not sufficient fok-FTNE implementation. For sufficiency we
also require the following property.

Definition4. A choice rulef : P — 2C\{¢} satisfies no-veto-powerife f (p) whenever,
for at leastn — 1 players, we have -, ¢’ forall ¢’ € C.

Maskin (1999) showed that any choice rule that is monotonic and satisfies no-veto-power is
Nash implementable. Similarly, the next result provides sufficient conditions for a choice rule to
bek-FTNE implementable.

Proposition 1. Ifn > 3andk< %n —1, then any choice rule that is k-MON and satisfies
k-no-veto-power is implementable in k-FTNE.

Proposition 1 is proved by showing an example of a mechanism, which implements in
k-FTNE anyk-monotonic choice rule that satisfies no-veto-power. The mechanism we use in
our proof is as follows. Each player simultaneously announces a {fiple x), wherep € P,
¢ € C andx is an integer. The outcome functign A — C is defined as follows:

Rule 1. If at leastn — k players announcép, ¢, x) such that € f (p), then the outcome is.

Rule 2. If exactlyn — k — 1 players announcep, ¢, x) such thatc € f(p), then the outcome
is ¢, unlessall of the remainind + 1 players agree ofp’, ¢, -) and for everyone of them
¢ =i ¢, in which case the outcomeds

Rule 3. Otherwiseg((pi, Gi, Xi)ien) = Cj, Wherej is such thak; > x; for alli € N (in case
of a tie the identity ofj is immaterial).

The intuition behind the above mechanism is the following. First, if all the non-faulty
players coordinate on a “desirable” consequence (that is, a consequence, which the choice rule
associates with the true preference profile), then we would like this consequence to be the
outcome regardless of how the faulty players behave. Since a group with at ledsplayers
may consist of only non-faulty players, Rule 1 allows a consensus reached by at ledst
players to determine the outcome.

Rule 2 exploits thek-monotonicity of the choice rule to eliminate “bad” equilibria, in
which all players coordinate on a non-truthful announcement. Given a preference profile,
k-monotonicity guarantees the existence of a player, who prefers some consequence to one
which is not desirable. Thus, if the mechanism allows a majority to determine the outcome,
then whenever the majority coordinates on a non-desirable consequence, there exists a player
who prefers a different consequence.
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There are two obstacles that we need to overcome. First, we need to ensure that when a
consensus reached by the majority of the players is being challenged, the players who disagree
with the majority include at least one non-faulty player. This is why we require that only a group
of k + 1 players may be able to affect the outcome. Second, whenever the majority agrees on
a consequence, the outcome should be determined by the minority if and only if the minority,
and not the majority, is being truthful. This requirement is fulfilled by imposing the restriction
that allk + 1 players (the minority) must agree on a consequence, which they prefer less than
the consequence proposed by the majority according to the preference profile announced by
the majority. Thus, if the majority announces the true preference profile, then no player has an
incentive to affect the outcome.

When the majority of the players disagree among themselves, we have no means of
verifying who is truthful and who is not. Therefore, we would like to prevent action profiles with
disagreement that lead to undesirable outcomes from being equilibria. Whenever the majority of
players choose different actions, Rule 3 guarantees that there exists a player with an incentive to
deviate.

Taken together, Proposition 1 and Observation 1 imply that any choice rule whki¢HTisIE
implementable, is also Nash implementable kASTNE reduces to NE whek = O (there can
be no faulty players), Maskin’s mechanism for Nash implementation can be obtained by letting
k = 0 in the above mechanism. The difference between the two mechanisms lies in the fact that
when some players may be faulty, we cannot allow the outcome to be determined in equilibrium
by a single agent. Since in equilibrium an outcome can only be determined by either Rules 1
or 2, these are the only rules that change when we assume that all players are non-faulty.

We now turn to the formal proof of Proposition 1.

Proof of Proposition 1. If k = 0 thenk-FTNE implementation reduces téashimple-
mentation. We therefore concentrate on the case wherd (sincek is an upper bound on the
number of faulty players, the actual number of faulty players might still be nil).

We proceed in two steps. The first step establishes that the set of desirable outcomes is
contained within the set &-FTNE outcomes. We show that for any outcooassigned by the
choice rule to a profile of preferences there existsRINE having the following properties.

The equilibrium outcome and also the outcome of any action profile, which is different from the
equilibrium by at mosk actions, isc.

The second step establishes that for any profile of preferences, le¥aNE satisfies the
following. First, the outcome associated with the equilibrium is desirable (that is, an outcome
which the choice rule associates with the profile of preferences). Second, the outcome of any
action profile, in which no more thdaplayers deviate from the equilibrium, is also desirable.

Proof of Stefl: Letc € f(p) forsomep € P. Leta; = (p, ¢, 0) for eachi € N. For every
a € B(a, k) we haveg(a) = c. Then(a) is ak-FTNE of the gaméG, p) with the outcome: a
deviation by playelj from & will cause the outcome to change franto somec’ only if ¢ 7 .

Proof of Step 2Leta* be ak-FTNE of the gaméG, p) with the outcome*. We show that
Va € B(a*, k) g(a) € f(p).

We patrtition the set equilibria into two separate categories. What distinguishes between the
two cases is whether or not the equilibrium satisfies the following property:

(P1): Some player can have beliefs about the faulty players that allow him to win an integer
game.

The first category consists of equilibria that do not satisfy this property. These equilibria are
characterized by unanimous agreement on a profile of preferences (not necessarily the true one)
and a desirable outcome associated with that profile. Unanimity implies that any deviakon by
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players or less does not affect the outcome. Kdmonotonicity of the choice rule allows us to
show that this outcome is also desirable given the true profile of preferences.

The second category consists of all the equilibria which satfsfyWhat is special about
this class of equilibria is that they all satisfy the following additional property:

(P2): If a single player can have beliefs about the faulty players that allow him to win an integer
game, then n- 2 other players can also have similar beliefs.

By using P2 we can show that for any deviation of faulty players from the equilibrium, the
resulting outcome is the most preferred outcome for at leastl players. We can then use the
k-no-veto-power property of the choice rule to conclude that for any deviation of faulty players,
the resulting outcome is desirable.

In order to prove this result we distinguish between two subcases on the basis of whether or
not faulty players can trigger the integer game of Rule 3. This distinction is helpful because of
the following observation: a belief about the faulty players, which involves an integer game being
played, implies that every player can enforce his most preferred outcome by deviating from his
equilibrium action. We can then use this observation to prove that every player must satisfy the
following property:

(P3): Any outcome resulting from an action profile in th@&ghborhood of the equilibrium is
at least as good as the player's most preferred outcoiieen faulty playersannottrigger
an integer game, this property may not hold for one of the players. Still, as lomg-ag
players satisfyP3, then no-veto-power implies that all action profiles in theeighborhood
of the equilibrium lead to desirable outcomes.

We now turn to the formal proof of the cases discussed above.

Case 1.Suppose there exists @oe B(a*, k + 1) such thaig(a) is determined by Rule 3.

This means that the equilibriuat is such that for all € N, a* = (p*, c¢*, -) with c* e f(p*).
Assume that* ¢ f(p). Sincef is k-MON, there is a subsé¥l of at leastk + 1 players and a
consequench e C that satisfyc* »— bforalli € M and3j € M such thab >; c*. It follows
that for a profilea’ € A in whichk players in the subseédl\{j} play (p, b, -) and the rest of the
players playa*, playerj’s best response ig, b, -) and nota}‘. Since this contradicts our initial
assumption thad* < EX(G, p), we conclude that* € f(p).

Supposeg(a) = c* for everya € B(a*, k). This means that the equilibrium outcoroe
cannot be affected bgny deviating minority. Thus, there exists an agensuch that for all
i € N\{j}we havea* = (p*, c*, -) with ¢* e f(p*), and agenf either announces the outcome
c* or an outcome that satisfies >T c*.

Case 2.Suppose Rule 3 applies to soraec B(a*, k + 1). We show that in this case,

(1) at leastn — 1 players weakly prefec* to any other outcome, and (2) every player is
indifferent betweerc* and anyg(a) with a € B(a*, k). This implies that for anyg(a) with

a € B(a*, k), at leasin — 1 players weakly prefeg(a) to any other outcome. Thus, by no-veto-
power,g(a) € f(p) for anya € B(a*, k).

We proceed by considering each of the following cases separately.

Case A.There exists soma’ € B(a*, k) such thatg(a’) is determined by Rule 3, and
g@) # c*. Let M C N be the subset of players who deviate frafin the action profile
a;thatis,M = {i € N : a # a’}. Letx be the largest integer announced in the praiile
Let & be an action profile in which all the players M coordinate on some € C and on an
integery > x while § = a® for alli € N\M. Thena e B(a*, k) andg(ad) = c by Rule
3. Leté be an action profile in which some e N\M announce®; = (-, b, z2) wherez > y
andé_j = @ j. By Rule 3,g(&) = b. Thus, for anyi € N, there is some belief about the
faulty players that would make him want to deviatei Expectsd_; to be played, then he can
profit by announcing his most favorite outcome and an intgger z. Since by assumptioa®
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is ak-FTNE, no player can have an incentive to deviate. It follows that every player must be
indifferent among all outcomes.
Case B.There exists n@’ < B(a*, k) such thatg(a’) is determined by Rule 3, and

g@) #c*.
Claim1l. Foralla e B(a* k), c* — g(a) for all players.

Proof of Claiml1. Note that Case B can only occur if the equilibriiadi satisfies the
following: 3j € N such thatvi € N\{j} we havea® = (p*,c*, ) with c* € f(p*) while
ar = (., cl, ) with ¢l # c*. It follows that anya € B(a*, k) with g(a) # c* must satisfy
g@ =cl.

Consider soma € B(a*, k) with g(a) # c*. Let Sbe the subset d€ players other thaij
who choose the consequerwein a. Consider then — k — 1 players belonging ti\ (SU {j}).
Each of these players must be indifferent betweeandc!. To see why, consider some player
i € N\(SU{j}). Let x be the largest integer announcedaih Suppose player believes that
j is non-faulty, but that the members Sfare faulty. Suppose further thiabelieves that these
k faulty players deviate from their equilibrium action &p. Given this belief about the faulty
players, player can either enforce the outconsg by deviating froma* to (p*, c*, y) where
y > X, or he can decide not to deviate and haleas the outcome. Sinc&* is a k-FTNE,
playeri must be indifferent betweert andc!. It follows that for alli € N\(SU{j}) and for all
a € B(a*, k), c* « g(a). To see that each member%is indifferent consider a deviation by all
other members IS to a;. _

We now turn to consider player If ¢! >T c*, theng(a) = c* for alla € B(a*, k). Assume

c* iT cl. Then there is a belief that playgrcan hold about the faulty players that would make
him want to deviate: ik players other than him coordinate ap, then playerj would want to
choose the outcomz*, ||

Claim 2. Atleast n— 1 players weakly prefericto any other outcome.

Proof of Claim2. Consider somé € N\{j}. By our assumption that > 3 and that
k < %n — 1, there exists an action profike € B(a*, k) in which k players inN\({j} U {i})
announce the tripletp’, ¢/, 0) wherep’ # p* andc’ # c;. Suppose’s belief about the faulty
players is such that he expeéts to be playedGiven this belief about the faulty players, player
i can enforce his most favorite outcomeby deviating froma* to a** = (p', ¢', y) where
p' # p* andy > x. Sincea* is ak-FTNE, playeri has no incentive to deviate froatf. Thus,
foralli € N\{j}andc € C we havec* -; c.

Note that playejj, unlike the other players, may not be able to achieve his favorite outcome
by means of this deviation since all the other players might be coordinating on the triple
(p, c*, 0), wherep is the true profile of preferences. ||

By Claim 2 and the no-veto-power df, c* € f(p). By Claim 1, there are at least— 1
players who satisfg(a) =i cfor allc € C anda € B(a*, k). By the no-veto-power off,
g(@) € f(p) foralla € B(a*, k). ||

A necessary condition

If a social choicdunctionsatisfies no-veto-power, thé@aMON is both necessary and sufficient
for k-FTNE implementation. However, a social choam@respondencehich is implementable
in K-FTNE satisfies a weaker notion kfmonotonicity.
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Definition5. A choice rulef : P — 2C\{¢} is weakly kmonotonicif whenever
f(p) € f(p), thendaM < N having at leask + 1 players andib € C such that for every
playeri € M, there is an outcome e f(p) satisfyingc' =; b, and for at least one of these
players, say, b > cl.

A choice rule that satisfies wedMON exhibits the following property. Whenever a
formerly chosen outcome is excluded from the set associated with a new profile of preferences,
then there are leakt+1 players, each of whom previously considered one of the chosen outcomes
to be at least as good as some given outcome, but according to the new profile at least one of these
players reversed this relation.

The main difference between the two notionskehonotonicity is the following. A choice
rule which satisfiek-MON excludes a formerly chosen outcome from a newly chosen set, only
if the ranking ofthis outcome has changed. On the other hand, a wéalDN choice rule may
exclude a formerly chosen outcome from a newly chosen set, even if only the rankioipeof
chosen outcomes have changed. Thus, if a choice riddi®N, then it is also weaklik-MON.

In addition, for choicdunctionsthe two notions coincide.

The next proposition shows that a social chaicerespondencerhich is implementable in

k-FTNE must satisfy weak-monotonicity.

Proposition 2. If a choice rule is k-FTNE implementable, then it is weakly k-MON.

Before we proceed with the proof of Proposition 2 we provide an intuitive explanation for
why an implementable choice correspondence need n&tMON. Consider an outcome*
which is chosen for the profile but not for p’. This implies that* is an equilibrium outcome
for p but not for p’. Thus, the action profile that resultsdh (saya*) is stable forp but not for
p'. It follows that some player has an incentive to deviate froaf. However, this incentive to
deviate is not necessarily a result of a preference reversal betwemd some other outcome
b (such thag(a*) = c¢* andg(a;, a*;) = b). There might be some deviation of upkelayers
that makes a deviation froaf profitable when the profile of preferencegis

Let ag denote a deviation of a subset of no more tkgslayers. The change fromto p’
has led player to reverse his preferences betwega", ag. A\ ((ijus) andg(a{, ag. A\ ((i1us))-
Letc' = g(a, ag, a’,(,\({i}us)). If the choice rule is implementable, thehis a member of the
chosen set fop, but it may be different front*. Thus,c* may have been excluded from the set
of outcomes chosen fqr' because of a preference reversal between outcomes othear‘than

Proof of Proposition 2. Let f : P — 2C\{¢} be a choice rule that is FTNE implemen-
table by a strategic game for@ = (N, (A)), g) and letp, p’ € P such thatf(p) ¢ f(p’).
It follows that3c* € C which is an element inf (p) but not an element irf (p’). SinceG
implementsf in k-FTNE there must be an action profitlg e A satisfyingg(a*) = c*,
a* € EX(G, p) anda* ¢ EX(G, p).

If a* ¢ EK(G, p’) then there is a subs& C N with at mostk players, a playej € N\S
and an action profil€d;, 8s) € Aj x Assuch that

9(&;. s, ay(suqj)) =} 9@ &s, aky suj)- 1)

Since it might be the case thg| < k we let S € N\{j} such thatS € S, |S¥| = k, and
ag = ((@)ies, (& )iegvg)- In order to conform to the notations used in the definition of weak
k-MON we let

M= SfuU{j}
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bEg(éj,éM\{j},a}i‘\M) and
¢ = 9@, am\(iy anym) foranyi € N.

If equation (1) holds, theh >’ c!. Sincea* € EX(G, p), then evenyji € M satisfiesc' - b.
From the definition oB(a*, k) it follows that

c eB@*,k  foralli € M.
SinceG implementsf in k-FTNE, we have
cdef(p  foralli e M.
It follows that f is weaklyk-MON. ||

Maskin (1999) showed that any Nash-implementable choice rule must be monotonic. The
set of monotonic choice rules and the set of wedkIMON choice rules are two distinct sets.
As the next three examples demonstrate, the two notions of monotonicity have a non-empty
intersection which includes the weakly Pareto efficient choice rule (Example 3). However, there
are weaklyk-MON which are not monotonic (Example 4) and there are monotonic choice rules
which are not weaklk-MON (Example 5).

Example3. A choice rulef associates the set of weakly Pareto efficient outcom&s in
with a preference profilg if it satisfies

f(p) = {ce C:3be Csuchthab > c Vi € N}.

We now proceed to show that fr< n any Pareto efficient choice rulesatisfies weak-MON.
Let p, p’ € P and letc* € C, such that* € f(p) butc* ¢ f(p’). Thus,3b € C such that
Vi € N, b >{ c*. However, since* € f(p), 3] € N who satisfies* ; b. LetT;(p) denote
the most weakly preferred outcome for agemhen the profile of preferences s (that is,
Ci(p) =i cVc e C). Thus,Vi € NTi(p) =i b. From the fact thaf is a Pareto efficient choice
rule it follows that{Ci (p)}ien S f(p).

Therefore, there is a set of> k + 1 players (the sel), each of whom has an elementfrip)
(c* for player j andg; (p) for everyi # j) that he weakly prefers to the outcorhevhen the
preference profile ip. However, when the preference profilegs at least one of these players
(player ) reverses his preference.

Exampled. N ={1,2,3},C ={a, b, c,d}, k =1 andP is the set of all strict preferences
over C. The choice rulef choosedd only if it is ranked at the top by at least two players.
Otherwise, the chosen set includes any outcome which some player prefef&/¢onow check
that f is weaklyk-MON. Supposef (p’) = {d} butd ¢ f(p). It follows that by p’ at least two
players preferred to any other outcome, but by at least one of them now ranks a different
outcome at the top. It follows thatt is weaklyk-MON. However, f is not monotonic. To see
why, consider the following pair of preference profiles:

/

PLoP2oPs PP P
b b b d d a
d d ¢, a a b
c ¢ a b b ¢
a a d c ¢ d

f(p) = {a, b, c}and f(p’) = {d}. Although the outcoma has moved up everyone’s rankings,
it is excluded fromf (p’). It follows that f is not monotonic.
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Examples. Consider a finite set of consequendgs Assume each player has a strict
preference relation over the elements in this set.R ebnsist of all the possible strict preference
profiles. A choice rulef is dictatorial if it satisfiesf (p) = {c € C : ¢ ZZj b Vb € C}, wherej is
some player (the dictator) iN. While a dictatorial choice rule is Nash-implementable, it is easy
to see that it violates wed«MON for any positivek.

With regards to the last example, note that a choice rule, which is implementable in Nash
but not ink-FTNE, must satisfy the following: there is at least one preference profile in which
the outcome is chosen even though— 1 players agree that a different outcome dominatéts
follows that the necessary condition foi=TNE implementation is not violated by a monotonic
choice rule which does not select an outcom@, # 1 players agree that a different outcome is
better.

5. EXAMPLES OF MECHANISMS
The constrained Walrasian function

The canonical mechanism we used in the proof of the necessary and sufficient conditions
was abstract and relied on the usage of integer games. For more concrete settings, such as
exchange economies, we will use a more specific game form that resembles some kind of
trading mechanism. In this section we present a simple mechanisrk-fENE implements
the constrained Walrasian function.

LetE = (N, w, p) be a pure exchange economy with free disposal, whés@n element in
the setP of all continuous and strictly convex preference relations (such that for every economy
there is a unique constrained Walrasian allocation)andg 0Vi € N. An allocationx* e S)LLF”
is constrained Walrasiaif it satisfies thaGir* € ‘H'; with A* # 0 (the price vector) such that
Vi e N, A" = Ao andx* Zi X forall xi < ) .n(wi) such thati*x; < A*wj. The
pair (A*, x*) will be called thecompetitive equilibriumof the exchange economy. The set of
constrained Walrasian allocations of an exchange ecoremyil be denoted byCW(E); the
set of all its competitive equilibria will be denoted BYE(E).

Consider the following game fori®. Each player € N simultaneously announces a pair
a = (', x), wherer! € %L (the vector of prices) ang' € X(E) (an allocation of goods).
The outcome functiog : %t x RE" — %" is defined as follows:

Rule (G1): If at leastn — k traders agree ofh*, x*) andA*x* < A*wj Vi € N, thenx* is
implemented.

Rule (G2): If exactlyn —k — 1 traders agree ofA*, X*) andA*x* < A*wj Vi € N, thenx* is
still implementedunlessall the remaining + 1 traders announce a p&i*, y) satisfying
the following two properties, in which casgis implemented:

o Ay, < A*wj Vi e N.
e Forall of thesek + 1 tradersy; # x*.

Rule (G3): In all other caseg((A', x')'€N) = &, whereg = %M if there is aunique maximal
subsetM C N of at leask + 1 traders containing, such that all the members & agree
on the allocatiork™ that satisfie ;. (X)) = Xjcu (@) andxM # o) Vj € M.
Otherwise,Xi = wj. In other words, trade takes place only within the largest mutually
disjoint sets of agents who agree to exchange their initial endowments.

3. Note the difference between a superscript and a subscript. For exaﬂpﬂtmotesj 's bundle of goods in the
allocation proposed by player
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Proposition 3. The game form G implements the constrained Walrasian function of the
economy E in k-FTNE as long 8s< k < %n -1

The proposed mechanism has the same general structure as the canonical mechanism of the
proposition. It is less abstract since it exploits the special features of the particular environment
in which it is set. This is best demonstrated in the last two rules of the mechanism.

Rule G2 has two objectives. First, it relies on tenonotonicity of the Walrasian function
to eliminate “bad” equilibria, in which all players coordinate on a non-truthful announcement.
Second, it guarantees that whenever the majority agrees on a feasible allocation, the outcome
should be determined by the minority if and only if the minority, and not the majority, is being
truthful. This requirement is fulfilled by imposing the restriction thatlal 1 players (the
minority) agree on an allocation and a price vector which satisfy two conditions; the prices
must be identical to the ones announced by the majority; the allocation is different from the one
announced by the majority in the bundles of goods assigned to each member of the minority.
Since for each profile of preferences there is a unique Walrasian allocation; and since this
allocation is optimal for each player given a vector of prices; no player would have an incentive
to affect the outcome, if that outcome assigns a Walrasian allocation to the economy.

Rule G3 takes on the role of the integer game used in the proof of Proposition 2. It treats
action profiles in which the majority of players disagree and the resulting outcome is undesirable.
To prevent such action profiles from being equilibria we need to be able to construct a deviation
by k players which would motivate some other player to deviate as well. Using Rule G3 we can
find a group ofk players that satisfy the following. Either a player, who is not trading in the
current action profile, would want to imitate the action of thieggayers, (if, for example, they
deviate from their current action profile and offer him a sufficient amount of goods for free);
or a player, who is currently trading, would want to change his action, so that he could still be
a member of a set of players that are allowed to trade among themselves (if, for example, a
deviation ofk players changes the set of players who agree to trade among themselves).

Proof of Proposition 3. See Appendix. ||

Allocation of an indivisible good

Consider a planner who has to decide whether to allocate an indivisible good to one agent in
a group ofn or whether to keep the good in his possession.ILbé the set ofi + 1 possible
allocations of the good. For each agemte denote by; the value that he associates with owning

the good. Le be the set of all possible profiles of valuations such that %'} . The profile

of valuations is known to the agents but not to the planner.

The n agents have a preference relation defined dverV. Leti*(v), Vv € V, denote
the agent whose valuation is the highest. lieb) denote the outcome in which the profile of
valuations isv € V and the good is allocated to agentin the allocation(4, v) the planner
keeps the good/v € V each ageni satisfies(i, v) =i (i*(v), v) with strict preference in case
i #i*(v). Inaddition(d, v) =i (j, v), wherej € N\({i} U {i*(v)}).

The preferences of the agents can be described as follows. Each agent would like to own the
good. However, if an agent does not receive the good, he would like the good to be given to the
agent who values it the most. Each agent prefers that the good will not be allocated at all to the
allocation in which it falls to the hands of an undeserving agent (any agent besides himself who
is not the highest valuation agent). These preferences capture a situation in which the agents care
about who owns the good. An example where such preferences may prevail is the allocation of a
prize (say, an apartment): each of the participants would like to receive the prize, but if he does



606 REVIEW OF ECONOMIC STUDIES

not win, then he would prefer the prize to be given to a needy homeless person (rather than to his
next door neighbor).

The planner wishes tk-FTNE implement the following choice rulef (v) = (i*(v), v)
Yve V.4

Proposition4. If 0 < k < %n — 1, then the following mechanism G implements f in
k-FTNE. Each agent i announces a paijr=a (ji, §), such that j€ N and $ < N.

Rule 1: If at least n— k agents agree on agent j, the object is given to him.

Rule 2: If exactly n— k — 1 agents agree on agent j, then the object still goes to him, unless
the remaining subset M ofk 1 agents all agree on h such thaté M, in which case h
receives the good.

Rule 3: Otherwise, the object remains with the planner unless there is a uniqgue maxim& S
satisfying:

1S >k+1
2. All agents in S agree that agent j should get the good ardS.
3.8 =(],9.

The innovation of the above mechanism lies in its third rule, which applies to action profiles
in which there are at least three different views as to who should receive the good. Given such an
action profile, Rule 3 allows us to construct a deviatiok pfayers such that some player would
have an incentive to deviate.

Suppose the action profile satisfies that the planner keeps the good for himself. If a group of
k players deviate from their current action profile by announcing that the good should be given
to playerj, who is not a member of this group; playgwould want to deviate from his chosen
action by declaring that he should receive the good and by namink deeiators (recall that
Rule 3 requires the recipient of the good to name himself and the set of players who chose him).
Suppose, on the other hand, that the action profile satisfies that a plegegives the good.
Playeri would have an incentive to deviate and change the set of players in his announcement,
if a player, who has not choséras the rightful owner of the good in the current action profile,
now decides to do so.

The proof of Proposition 4 is omitted as it follows the same line of argument as the proof of
Proposition 3 (a detailed proof may be found in Eliaz, 1999).

6. CONCLUDING REMARKS

In this section we suggest and discuss some interpretations and extensions of our framework.
First, we discuss how our framework needs to be amended such that our results will also hold
when we interpret faulty players as players whose preferences are unknown. Next, we present
an interpretation of our model, in which faulty players are viewed as players who need to learn
how to choose optimal actions in a game. An interpretation of our non-Bayesian approach is also
discussed; followed by a suggestion as to how our framework could be revised to allow for a
Bayesian analysis of fault tolerance. We close with a summary of our main results.

Faulty players as players with unknown preferences

Throughout our analysis we have interpreted the unpredictable behavior of faulty players as the
result of mistakes. An alternative interpretation would be that faulty players are agents whose

4. Arelated problem is the design of auction with externalities, which is discussed in dehligfl 996, 1999).
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preferences are unknown. However, we still want to retain the assumption that the exact number
and identity of the faulty players are not known. In order for this assumption to be consistent
with our alternative interpretation we can assume that all the non-faulty players share the same
preferences. That is, ifand j are non-faulty players, thevip € P we havep; = pj = p*.
Furthermore, player knows that any player who is non-faulty also has that preference relation
p*, buti cannot identify such a player. In this setup, a player whose actions are inconsistent with
p* (and is thus faulty) might simply have different preferences that are not known. The planner
knows that all the non-faulty players have the same preference relation, but he knows neither
this relation nor the identity of the non-faulty players (that is, he only knows the structure of the
profile of preferences).

In this setup the terms “faulty” and “non-faulty” might not seem appropriate. It is more
natural to consider a population in which a minority of “outsiders” or “foreigners” is assimilated
among the “natives” or “locals”. The planner wishes to associate a set of outcomes with the
preference relation of the native population. Although the domain of the choice rule is the set
of preference profiles of the natives exclusively, the planner cannot prevent the foreigners from
participating and affecting any mechanism that he constructs.

All of our previous results continue to hold in this special set up. Here, instead of announcing
an entire profile of preferences, a player would be asked to report a single preference relation.
Thus, if in equilibrium, each native truthfully reveals his own preference relation, then regardless
of the actions of the foreigners (as long as their number is below half the size of the total
population minus one), the desired outcome will be implemented.

Faulty players as players who learn how to play

An underlying assumption in the standard theory of implementation is that the players’ behavior
is consistent with some game theoretic solution concept. That is, the players execute the
equilibrium strategies. Suppose a mechanism is set up and repeatedly played for an indefinite
period of time. Suppose further that the players are myopic in the sense that they care only about
the outcomes in each constituent game. However, not all the players instantaneously arrive at
the equilibrium of the constituent game. Some need to participate in the mechanism for several
periods in order to gain experience and eventually learn how to play the game. In such a setting,
even if a mechanism fully implements a choice rule in the standard sense, the players may not
play the equilibrium strategies right from the start, but only after a significant amount of time.

In an environment where some players learn how to play, the planner needs to worry about
the path of play. If we conceive of a faulty player as a player who learns, we can reinterpret
our result in a way that fits this dynamic setting. If the number of learners is strictly less than
%n — 1, the planner can guarantee in each and every period of any learning process the full
implementation of ank-MON choice rule that satisfies no-veto-power.

5. Recently, several papers attempt to answer the question whether agents who learn how to play a mechanism
will actually arrive at the desired equilibrium. Cabrales (1998) studies the equilibrating process of several implementation
mechanisms using naive adaptive dynamics and shows that the dynamics converge and are stable for the canonical
mechanism of implementation Mashequilibrium. However, for more refined equilibrium concepts he shows that the
dynamics converge but are not stable.

Cabrales and Ponti (1998) study the convergence and stability properties of a mechanism that implements most
social choice functions using the solution concept of iterated elimination of weakly dominated strategies. They show that
if the players learn through monotonic dynamics, their strategies may convexgshequilibria whose outcomes are
different from those desired by the choice rule.

Hon-sniret al. (1998) analyze a repeated first-price auction and show that if every player is using either a belief-
based learning scheme with bounded recall or a generalized fictitious play learning scheme, then the players’ bids will
converge to the equilibrium bids of a one-shot auction in which the types are commonly known.

In these papers, however, the convergence may take a considerable amount of time.
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A Bayesian approach

Although we follow a non-Bayesian approach one may criticize our assumption that an upper
boundk is common knowledge among the planner and the non-faulty agents. This assumption
stems from our view of a planner as a professional who is elected/hired by the agents to construct
a mechanism that can implement a given choice rule (much like a computer engineer who is hired
to construct a computer network). In our framework, when the planner finishes his work he can
approach the agents and credibly announces that his mechanism works only if Ie%s thdn
of them make mistakes. If the agents can accept this “fault tolerance”, then they should adopt his
mechanism.

One consequence of our reliance on common knowledge of an upper kasridat our
model is sensitive to the value &f A mechanism, which implements a choice rul&ifr TNE
may not implement the same choice rulghn- 1)-FTNE. Thus, a nice topic for future research
would be to find a mechanism that works foas well as for ank’ < k.

It would be interesting to investigate whether our results can also be obtained in a somewhat
Bayesian framework. The model we have in mind is one where there is a small probathibty
any player will turn out to be faulty. However, it is still not known what a faulty player might do
(since it seems difficult to come up with a reasonable support for the set of possible behaviors
of a faulty player). The equilibrium and implementation notions then need to be appropriately
amended.

Summary

Many institutions and mechanisms rely on intricate sets of rules that are not always fully
understood by the individuals who must follow them. Consequently, some of the individuals
might fail to choose the optimal course of action. We can therefore ask whether it is possible to
design a mechanism that achieves their objective even if some of the participants make mistakes
and act in an unpredictable manner.

In this paper we have tried to provide a partial answer to this question. We first developed
a theoretical framework for analyzing fault tolerant implementation. This required us to define a
new equilibrium notionk-FTNE, and a new notion of implementability. Using this framework
we have identified the necessary and sufficient conditions for implementati&GrFIFNE.

Since our proof relies on the construction of an abstract mechanism involving integer games,
we presented two examples of simple mechanisms. The first example described a trading
mechanism, in which participants choose prices and allocationsk4RaNE implements the
constrainedW alrasian function. In the second example we present a simple procedure for
efficiently allocating an indivisible good.

We have only taken a very small step towards the incorporation of fault tolerance into the
theory of implementation. The next step could be the study of fault tolerant implementation via
extensive game forms. Extensive form games introduce an additional difficulty: unlike strategic
form games if players act in a sequential order, they can update their beliefs regarding the number
and identity of the faulty players in the population (for example, if a non-faulty player acts
following a history which is not on the equilibrium path). In addition, we have only considered
the case of symmetric information among the non-faulty players. A natural extension would
be to analyze implementation kfault tolerant Bayesian Nash equilibriufor settings with
asymmetric information.

APPENDIX

Proof of Proposition 3. The method of proof is the same as in Proposition 1. By arguments similar to those used
in the proof of Proposition 1 it can be shown thakit= CW(E), 3a* < Ek(G, p) such thatva € B(a*, k), we have
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g(a) = x. To complete the proof we need to show thad’if € Ek(G, p), thenva € B(a*, k), g(a) = CW(E). Asin
the proof of Proposition 1, we consider three different cases.

The first case covers equilibria with unanimous agreement on a price vector and a feasible allocation. It can be
proven by using essentially the same arguments of the corresponding case in the proof of Proposition 1.

In the second case, exactly- 1 players announce the same paif, x*), which satisfies.*x* < 2*wj Vi € N.
We denote the subset of— 1 coordinating players b (such thatvi € M ai* = (A*, x*)) and then-th player byj
(such thaa]‘ =, x)). If a* € EK(G, p), thenx* = CW(E). Otherwise(A*, x*) ¢ CE(E). By free disposal, there
exists a playeh € N and an allocatiory such thaty > x*, Ayj < Awj Yi € Nandy; # x* Vi € N. It then follows
that3a € B(a*, k) such that givera_p,, playerh would want to deviate frorah*, a contradiction (take in which (1*, y)
is announced by either playgrandk — 1 players inM\{h} if h € M or byk players inM if h = j).

It remains to be shown that every equilibriuah covered by Case 2 satisfies thva € B(a*, k), g(a) = x*. We
show that ifa* e EK(G, p) then it must be that the price* announced by tha — 1 players inM differs from the
price 2’ chosen byj. Suppose not, sa]-k = (A*,x'). Suppos&da’ € B(a*, k) such thatg(@’) # x*. Rule G2 of the
mechanism implies the followin@c]-" = (A*, x) where x} # XT, x| < A*wj ¥i € N, anda’ satisfies thak players in
M coordinate on(A*, x’). From the continuity and strict convexity @fand from our conclusion that* = CW(E), it
follows thatx™ >j x’. Thus, givera/_j , playerj would prefer to deviate froraT to (A*, x*), a contradiction.

We show that a profile, not covered by the previous two cases (either a unanimous agreement on a price-allocation
pair such that at least one player cannot afford his bundle, or at least three players disagree), cakreT NE of
the game. Suppose thaa* € EX(G, p) which is not covered by cases 1 or 2. The outcomes of the action profiles in
which k players deviate froma* are determined according to rule G3 of the mechanism. We construct an action profile
a € B(a*, k) having the following properties: a skt of k players coordinate on an allocati@rin which some player
j ¢ M receives a bundlg; that is different from the bundle that he announcedjrand which he strictly prefers to
wj (for example, by adding goods free of charge to his initial bundle). In additias different from any allocation
announced by players outside Mf and satisfie$ ; eMu(j i) = > eMugj} (@i The setM and playerj are chosen

such that in the outcong(a), playerj does not trad€.However, givera_j, if j deviates froma’ to the announcement
of the players irM, he obtains the bundle; . By construction, this deviation is profitable, a contradiction||
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